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Abstract

With the rapid development of the economy and society and
the improvement of people’s living standards, the number of
cars is also increasing. Therefore, super resolution (SR) re-
construction of low resolution license plate images is of great
significance for improving the level and efficiency of vehicle
safety management. With the development of depth convolu-
tion neural network (DCNN), the research of super-resolution
has made progress in recent years. We try to use the deep
convolutional neural network to reconstruct low resolution li-
cense plate images. We delete unnecessary modules in the
traditional residual network, and our network can achieve bet-
ter performance under the same computing resources. The
method we have implemented can successfully carry out
super-resolution reconstruction of fuzzy license plate images,
obtain high-definition license plate images, facilitate subse-
quent license plate recognition and other work, and show
good performance on the benchmark dataset.

Introduction
An important part of smart cities is smart traffic that can
automatically manage the traffic affairs such as traffic vio-
lations. Hence, we need to process many pictures of acci-
dent scenes and extract useful information. However, not all
pictures are perfect to do so because of their low resolution
and few available areas. High-resolution licence plate im-
ages can improve the quality of research on licence plate
detection, licence plate recognition and licence plate seg-
mentation. However, the blurring of licence plate images
due to the hardware and the environment in which they are
captured poses a significant challenge. But lucky enough,
super-resolution can solve this problem. To address the prob-
lems of the high economic cost of improving image resolu-
tion through hardware enhancement and the ineffectiveness
of traditional resolution enhancement methods, a method
of super-resolution reconstruction of blurred licence plate
images using convolutional neural networks is proposed.
A neural network is used to enhance the resolution of the
blurred license plate image, and low-cost software is used to
improve the resolution.

In the last couple of years, super-resolution is burgeon-
ing due to the rapid development of deep learning. Some
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algorithms, like VDSR, SRResNet, performed excellently
solving this problem. And, consequently, those algorithms
are also sensitive to hyper-parameters and net architecture
which would trigger heavy computation and memory use if
they are not designed carefully.

Based on SRResNet, we make a lot of improvements in-
cluding modifications of residual block and rebuilding the
architecture to solve these problems. We removed some un-
necessary layers in the residual block to decrease the num-
ber of parameters on the premise that the effectiveness of the
residual block still remains. Besides, we adjust the architec-
ture with the improved residual block mentioned previously
and find some suitabe hyper parameters to achieve a higher
performance.

While on training period, we collected a batch of license
plate images of vehicles in a low resolution and scale them
to a high resolution. We also choose the DIV2K dataset as a
part of the training set to gain more training samples to im-
prove the performance of our model. When evaluating our
model, PSNR and SSIM criteria are used to test images of
DIV2K datasets and collected license plate images of vehi-
cles.

Related Work
Image Super-Resolution (SR), especially single-image
super-resolution (SISR),is an important class of image pro-
cessing techniques to enhance the resolution of images and
videos in computer vision.It refers to the process of recover-
ing a high-resolution (HR) image from its degraded lower-
solution (LR) one. Recent years have witnessed remarkable
progress of image super-resolution using deep learning tech-
niques. In general, we can roughly group the existing studies
of SR techniques into three major categories: supervised SR,
unsupervised SR, and domain-specific SR. In this report, we
focus on supervised SR, i.e., trained with both LR images
and corresponding HR images.

The existing super-resolution restoration models based on
depth learning can be divided into four categories in chrono-
logical order: convolutional neural networks (CNNs) based
models; generative adversarial networks (GANs) based
models; channel attention (CA) based models and Trans-
former based models. SRCNN is the first CNN-based SISR
model, it extracts feature vectors from the image patches
by convolution, which are then non-linearly mapped to find



the most representative patches to reconstruct the HR image.
Motivated by SRCNN, building a deep neural network to di-
rectly learn the mapping between LR and HR images has be-
come the mainstream method in SISR. Inspired by ResNet,
EDSR models the residual image between LR and HR im-
ages to relieve vanishing/exploding gradients and degrada-
tion problems caused by directly stacking the layers.

In contrast to traditional machine learning methods,
GANs are known for their ability to preserve texture de-
tails in images, create solutions that are close to the real im-
age, and appear perceptually convincing. Thus, GANs are
also suitable for SISR. Christian et al. proposed the most
well-known and first successful GAN-based SISR model,
the Super-Resolution Generative Adversarial Network (SR-
GAN). In SRGAN, the generator G is essentially as SR
model that trained to fool the discriminator D, and D is
trained to distinguish SR images from HR images. There-
fore, the generator can learn to produce outputs that are
highly similar to HR images, and then reconstruct more per-
ceptual and natural SR images.

The attention mechanism can be viewed as a tool that can
allocate available resources to the most informative part of
the input. In order to improve the efficiency during the learn-
ing procedure, some works are proposed to guide the net-
work to pay more attention to the regions of interest. Zhang
et al. incorporate the channel attention mechanism with SR
and propose RCAN, which markedly improves the represen-
tation ability of the model and SR performance by focusing
on more useful channels.

The key idea of Transformer is the self-attention mech-
anism, which can capture long-term information between
sequence elements. Nowadays, some researchers try to
introduce Transformer to image restoration tasks. Liang
et al. proposed the SwinIR for image restoration based
on the Swin Transformer. Specifically, the Swin Trans-
former blocks (RSTB) is proposed for feature extraction and
DIV2K+Flickr2K are used for training. It’s also the SOTA
SISR model at present with parameters of more than 1M
(M=million).

Method
In this section, we mainly introduce our overall idea of
super-resolution. First, we define the problem we want to
solve so that our work content can be clearly defined. Then
we will introduce the basic structure and improved structure
of the residual block. In the following part, we introduce
the super-resolution prediction network structure composed
of residual blocks, convolution layer, upper sampling layer,
etc. Finally, we introduce the loss function and evaluation
methods.

Problem Definition
We consider the problem of super resolution the pictures
which contain license plates of vehicles so people or other
model networks can distinguish the license plate number
clearly and easily. To solve this problem, we aim at improv-
ing the performance of an existing super-resolution network
not only in the field of training speed and usage of resource,
but also in model effect.

Figure 1: A sample of training data: high resolution, 2x, 3x,
4x downsample

Dataset Preprocessing
DIV2K dataset is a classically proposed high-quality (2K
resolution) image dataset for image restoration tasks. The
DIV2K dataset consists of 800 training images, 100 val-
idation images, and 100 test images. As the test dataset
ground truth is not released, we choose some license plate
images processed through bicubic degeneration as the test-
ing dataset to verify the performance. The actual effect of
image restoration can be tested by comparing the down-
sampled image with the original image. The SR results are
evaluated with PSNR and SSIM on Y channel (i.e., lumi-
nance) of transformed YCbCr space.

The detail of data augmentation are as follows:

• The original resolution of the dataset is 2K which is high
time-consuming for the training process. For all the im-
ages we need to crop them to the size 192*192 in order
to increase the amount of training data and reduce the
computational complexity.

• We rotate all the images by 90 degrees increments to in-
crease the amount of training data further and improve
the robustness of the model.

• To generate the counterparts of the high resolution im-
ages, we obtain low resolution ones by downsampling
with bicubic interpolation (2x, 3x and 4x).

Residual block
We plan to improve the SRResNet and remove the BN layer
in the residual block as Fig.2 shows. The BN layer is used
to regularize batches and prevent over-fitting. However, the
BN layer regularizes batches by normalization operations,
which will destroy the original color distribution of the im-
age and lose the contrast information. Moreover, in the field
of super-resolution, the BN layer will slow down the process



Figure 2: Comparison of residual blocks in original ResNet,
SRResNet, and ours.

of training and even make it divergent. At Fig.2, we compare
the architectures of original ResNet, SRResNet and our im-
proved SRResNet. By removing useless layers, our model
can be trained faster and could be larger to gain a better per-
formance.

Channel Attention
The CA (Channel Attention) module is used to improve the
feature representation of the network by modeling the de-
pendencies of the channels of the feature map, firstly by
global pooling in the channel dimension, then by adaptively
modeling the interdependencies of the channels using full
connectivity and non-linear activation operations, and finally
by weighting the channels of the original feature with the
new interdependencies. Finally, the new interdependencies
are used to weigh each channel of the original feature for the
purpose of feature response and recalibration. In this way,
the network learns to selectively enhance features containing
useful information and suppress features that are not useful
or have little effect by using global information.

Single-scale model
We use residual blocks mentioned in the previous section to
build the baseline model. Its structure is similar to SRRes-
Net, but the external Relu layer is removed. Since we use
only 64 feature maps for each convolution layer, we also
remove the residual scaling layers. We set parameter B(the
number of layers) = 32, parameter F(the number of feature
channels) = 256 with a scaling factor 0.1 to expand the base-
line model. The model architecture is displayed in Fig.3.

Loss Function
It is crucial to choose an appropriate loss function in fea-
ture learning for license plate recognition. In this work, we
choose MAE (i.e. L1Loss) as the loss function, which is
the error obtained by taking the absolute value of the target

Figure 3: The architecture of the proposed single-scale SR
network.

value yi and the model output (i.e. estimated value) f(xi),
as shown in equation 1.

Loss(x, y) =
1

n

n∑
i=1

(| yi + f (xi) |) (1)

The main reasons for using MAE are: 1. Compared with
MSE, it will be no exploding gradient. 2. Its degree of con-
vergence is more stable in this work.

Evaluation
We train all this model with 3 × 105 updates in this exper-
iment. Evaluation is conducted on the 10 images of DIV2K
validation set, with PSNR and SSIM criteria. PSNR, Peak
Signal to Noise Ratio, which compares every pixel of the
original image with the corresponding one of the generated
image, is a generally used quality criterion of images. When
it is higher than 40dB, the generated image is very close to
the original one. And when it is lower than 20dB, the gen-
erated image is unacceptable. But as it is much objectively
and globally that the criterion compares the images, there
are some cases that human think the image is acceptable be-
cause they just focus on some part while PSNR holds the
opposite opinion. Therefore, we also use the SSIM, a crite-
rion which uses structural similarity to compare the original
images and the generated ones. It uses luminance, contrast
and structure to judge the quality of generated one. Due to
its behavior being close to human’s, it acts very well in the
computer vision field. For the evaluation, we plan to use full
RGB channels and ignore the (6+scale) pixels from the bor-
der.

Experiment
Training Details
For training, we use the RGB input patches from the LR im-
age with the corresponding HR patches. Before training, we
specifically augment the training images with random hori-
zontal flips and 90 rotations. We pre-process all the images
by subtracting the mean RGB value of the DIV2K dataset.
We use the Adam optimizer, an efficient stochastic optimiza-
tion method that requires only first-order gradients and a



Figure 4: The car plate images of origin, ×2 scale, ×3 scale
and ×4 scale.

small amount of internal memory. For the learning rate, we
set the initial learning rate to be 10−4, and set the minibatch
size at 16. We train our networks using L1 loss instead of L2.
Minimizing L2 is generally preferred since it maximizes the
PSNR. However, based on a series of experiments, we em-
pirically found that L1 loss provides better convergence than
L2, and thus makes the training more stable. We use PyTorch
to implement our models with an NVIDIA 3050 GPU and
the number of epochs is 100.

Result
We trained three models in total with the scale of ×2, ×3, and
×4. We tested all the models with specific car plate photos
downsampled by ×2, ×3, and ×4. We chose SSIM and PSNR
to evaluate our models. The evaluation result is shown in Ta-
ble 1. It shows that the bigger the scale is, the lower the qual-
ity of the enhanced image is. This result is acceptable and
predictable, because bigger scale means more information
to restore from the input that contains limited information
due to its low resolution.

We input downsampled car plate images and the outputs
are shown in Figure 3. As we can see, the super resolution
result is good that we can clearly recognize the plate num-
ber in the image. The Chinese character, however, is not en-
hanced well due to its complicated structure that is hard to
predict.

Conclusion
In this paper, a neural network structure based on depth con-
volution neural network is used to reconstruct low resolution
license plate images. We have made a lot of improvements
to the traditional SRResNet. On the premise of retaining the
validity of the residual block, we have removed some un-
necessary layers in the residual block, and reduced the num-
ber of parameters, so that we can obtain improved results
while making the model more compact. Our model can suc-
cessfully carry out super-resolution reconstruction of fuzzy
license plate images to obtain high-definition license plate
images and has achieved good results on the DIV2K dataset.

Scale SSIM ↑ PSNR ↑
x2 0.94 29.66
x3 0.92 28.33
x4 0.9 28.16

Table 1: The evaluation of different super resolution strate-
gies
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